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Bayes Classifier

• Recall: goal in classification is to solve min𝑓 Pr𝑥,𝑦∼𝐷 𝑓 𝑥 ≠ 𝑦
• Comment: we previously talked about loss functions, not this classification 

error. Classification error is harder to optimize, so we use loss fns as a proxy

• Bayes optimal classifier: 𝑓∗ 𝑥 = argmax𝑐 Pr𝑦∼𝐷𝑌|𝑋=𝑥 𝑦 = 𝑐 𝑥
• Given a point 𝑥, look at the distribution of labels given that feature vector
• Pick whichever label is most likely to be generated
• Caveat: requires knowing the data distribution 𝐷, in general impossible

• No classifier can ever do better

• (Draw examples: where labeled 1 for 𝑥 ∈ 𝑆 0 otherwise, with linear 
classifier and probabilities go up farther, truly random)

• Error of Bayes optimal classifier: 𝐸𝑥∼𝐷𝑋 1 − max𝑐 Pr
𝑦∼𝐷𝑌|𝑋=𝑥

𝑦 = 𝑐 𝑥



𝑘-Nearest Neighbours

• Implicit assumption: if feature vectors 𝑥 and 𝑥′ are close, then labels 
𝑦 and 𝑦′ are likely to be the same
• Pr
𝑦∼𝐷𝑌|𝑋=𝑥

𝑦 = 𝑐 𝑥 ≈ Pr
𝑦′∼𝐷𝑌|𝑋=𝑥′

𝑦′ = 𝑐 𝑥′ when 𝑥 and 𝑥′ are close

• Dist and aggregate underspecified: often ℓ2 and majority vote

• (Draw an example, say 𝑘 = 5)



Comments on kNN

• Non-parametric
• Can’t be succinctly described by a parameter vector

• Distances
• (Draw ℓ2 ball versus ℓ1 and ℓ∞ ball)



Time and Space Complexity

• Training takes 0 time (just store dataset), but 𝑂(𝑛𝑑) space
• Compare space with perceptron, lin reg, which only need 𝑂 𝑑 space

• Classification of new point takes 𝑂 𝑛𝑑𝑘 time naively, 𝑂 𝑛𝑑 space
• Time can be reduced to 𝑂 𝑛𝑑 time a bit more carefully

• Can do better in some cases
• E.g., Voronoi diagram for 1-NN

• Takes 𝑂(𝑑 log 𝑛) time, 𝑛𝑂(𝑑) space

• Good in low-dimensional settings

• Approximate nearest neighbours



The role of 𝑘

• (Revisit previous 𝑘 = 5 with larger and smaller values)



Does it work?

• MNIST: black and white image classification
• 60k train, 10k test points

• 𝑑 = 28 × 28 = 784, 10 classes (0 through 9)

• Canonical “easy ML task”



Some theory

• Suppose 𝑛 → ∞. Then 𝐿1𝑁𝑁 ≤ 2𝐿𝐵𝑎𝑦𝑒𝑠(1 − 𝐿𝐵𝑎𝑦𝑒𝑠). [Cover-Hart ’67]
• E.g., suppose Bayes classifier makes 0 error. Then 1NN has 0 error*

• *with infinite training data

• Bayes classifier makes 0 error. Then 1NN has 
1

2
error*

• Bayes classifier makes 0.1 error. Then 1NN has 0.18 error*

• Note that 𝑛 may have to be exponentially large in 𝑑 in the worst case!
• Curse of dimensionality


