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Pros and Cons of RNN
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•Sequential in both directions; slow and expensive!


•Trade depth for time



Transformer

 https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html

https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
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Transformers (I know)
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Transformer in 1 Fig
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x and y
• Input sequence x = (x1, x2, …, xm)T, xj  one-hot


•Output sequence y = (y1, y2, …, yl)T, yj  one-hot


•Embedding: xWe and yWe, We 


•Positional encoding:

∈ ℝp

∈ ℝp

∈ ℝp×d

d = 512
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Self-attention

•Replacement of recurrence


•Each output is a convex combination of all inputs


•Matrix product highly parallelizable


•Softmax is dense


•Dot product  measures similarity


•More similar, more contribution

v⊤
i vj

V ← Aλ(V; V ) = 𝚜𝚘𝚏𝚝𝚖𝚊𝚡(VV⊤/λ) ⋅ V
V ← VWV
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Multi-head

Vi ← Aλ(Vi; Vi) = 𝚜𝚘𝚏𝚝𝚖𝚊𝚡(ViV⊤
i /λ) ⋅ Vi

Vi ← VWV
i

V ← [V1, …, Vh]W

For i = 1,…, h

H = 8
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Residual & Layer Normalization

•Add residual connection and layer-wise            normalization to ease training
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Feed-forward
𝙵𝙵𝙽(vt) = σ(vtW1)W2

σ(x) = xΦ(x)

shared among positions
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The Encoder
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The Decoder
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Masked Self-attention

•Causal: Any output can only 
depend on previous outputs


•Reset                    for all 


•Apply multi-head


i < j

Q ← Aλ(Q; Q) = 𝚜𝚘𝚏𝚝𝚖𝚊𝚡(Q⊤Q/λ) ⋅ Q

Q ← QWQ

q⊤
i qj = − ∞
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Context Attention

•V comes from encoder output


•Q comes from decoder


•Apply multi-head

Q ← Aλ(Q; V ) = 𝚜𝚘𝚏𝚝𝚖𝚊𝚡(Q⊤V )V

Q ← QWQ

V ← VWV
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Softmax

ŷ = 𝚜𝚘𝚏𝚝𝚖𝚊𝚡(qW⊤
e )

min 𝔼̂
l

∑
j=1

− y⊤
j log ŷj

We, WV
i , Wi, W1,i, W2,i, WQ

i
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Going Deep

N = 6



Does It Work?
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Supervised 
Learning



GPT-1

https://openai.com/blog/language-unsupervised/

Pre-training 
Fine-tuning

https://openai.com/blog/language-unsupervised/
https://openai.com/blog/language-unsupervised/


Generative Pre-Training (GPT)
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•Unsupervised pre-training


•Supervised fine-tuning 




Input Transformations
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Fine-tuning Results
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We Need to Go Deep?
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Zero-Shot Relative Perf
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Pre-training Helps
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•Transformer is better than LSTM


•Auxiliary LM loss improves performance on larger datasets 

•Pre-training helps a lot on certain datasets



BERT

 https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html

https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html
https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html


BERT in 1 Fig



Input Transformations



Mask Language Model

•Randomly select 15% input tokens, change to [Mask]


•Add softmax to predict the [Mask] tokens


•Actually 12% replaced with [Mask], 1.5% with random



Next Sentence Prediction

• 50% of time, B follows A


• 50% of time, B is randomly chosen


• Binary classification to train sentence-

level representation on [CLS]


• Training objective: MLM + NSP



Task Transformation



Fine-tuning vs Two-stage



The Bigger, The Better?



Comparison

Transformer 
Encoder

Transformer 
Decoder

Bidirectional 
LSTM



GPT-2

https://openai.com/blog/better-language-models/

https://openai.com/blog/better-language-models/
https://openai.com/blog/better-language-models/


https://openai.com/blog/ai-and-compute/

https://openai.com/blog/ai-and-compute/
https://openai.com/blog/ai-and-compute/


GPT-2 in 1 Fig
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•Exclusively on zero-shot 


•The bigger, the better?



A glance on training set
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Children’s book test
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Context:

1 So they had to fall a long way .	 

2 So they got their tails fast in their mouths .	 

3 So they couldn't get them out again .	 

4 That 's all .	 

5 `` Thank you , " said Alice , `` it 's very interesting .	 

6 I never knew so much about a whiting before . "	 

7 `` I can tell you more than that , if you like , " said the Gryphon .	

8 `` Do you know why it 's called a whiting ? "	 

9 `` I never thought about it , " said Alice .	 

10 `` Why ? "	 

11 `` IT DOES THE BOOTS AND SHOES . '	 

12 the Gryphon replied very solemnly .	 

13 Alice was thoroughly puzzled .	 

14 `` Does the boots and shoes ! "	 

15 she repeated in a wondering tone .	

16 `` Why , what are YOUR shoes done with ? "	 

17 said the Gryphon .	

18 `` I mean , what makes them so shiny ? "	 

19 Alice looked down at them , and considered a little before she gave her answer .	 

20 `` They 're done with blacking , I believe . "	 


Query: `` Boots and shoes under the sea , " the XXXXX went on in a deep voice , `` are done with a whiting ".


Candidates: Alice|BOOTS|Gryphon|SHOES|answer|fall|mouths|tone|way|whiting	 

	 

Answer: gryphon https://research.fb.com/downloads/babi/

https://research.fb.com/downloads/babi/
https://research.fb.com/downloads/babi/


Children’s book test
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•Exclusively on zero-shot 


•The bigger, the better?

https://research.fb.com/downloads/babi/
https://research.fb.com/downloads/babi/


Translation
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• context: English sentence = French sentence


•generation: English sentence = 


•EN->FR: 5 BLEU


•FR->EN: 11.5 BLEU


•SOTA unsupervised: 33.5 BLEU



Question Answering
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Contamination
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•3.3% reported on CIFAR-10 (Barz & Denzler, 2020)



Text Generation
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Closing out
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GPT-3

https://arxiv.org/abs/2005.14165

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2005.14165


GPT-3 in 1 Fig
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GPT-3 Family
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How Costly is GPT-3?
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“Unfortunately, a bug in the 
filtering caused us to ignore 

some overlaps, and due to the 
cost of training it was not 

feasible to retrain the model.”



Translation
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Winogrande
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“The city councilmen refused the demonstrators a permit 
because they [feared/advocated] violence”

https://arxiv.org/abs/1907.10641

https://arxiv.org/abs/1907.10641
https://arxiv.org/abs/1907.10641


Question Answering
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Q: To separate egg whites from the yolk using 
a water bottle, you should…

(a) Squeeze the water bottle and press it 
against the yolk. Release, which creates 

suction and lifts the yolk.

(b) Place the water bottle and press it 
against the yolk. Keep pushing, which 

creates suction and lifts the yolk.

Jessica went to sit in her rocking chair. Today was her 
birthday and she was turning 80. Her granddaughter Annie 
was coming over in the afternoon and Jessica was very 
excited to see her. Her daughter Melanie and Melanie’s 
husband Josh were coming as well. Jessica had . . . 

Q1: Who had a birthday? 
A1: Jessica 
R1: Jessica went to sit in her rocking chair. Today was her 
birthday and she was turning 80.

https://www.aclweb.org/anthology/Q19-1016/
https://arxiv.org/abs/1911.11641

https://www.aclweb.org/anthology/Q19-1016/
https://www.aclweb.org/anthology/Q19-1016/
https://arxiv.org/abs/1911.11641
https://arxiv.org/abs/1911.11641


Adversarial Natural Language Inference
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https://arxiv.org/abs/1910.14599

https://arxiv.org/abs/1910.14599
https://arxiv.org/abs/1910.14599


Adversarial Natural Language Inference
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Arithmetic
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SAT Analogies
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Audacious is to boldness as (a) sanctimonious is to hypocrisy, (b) anonymous is to identity, 
(c) remorseful is to misdeed, (d) deleterious is to result, (e) impressionable is to temptation



News Article Generation
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News Article Example
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Compute
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https://arxiv.org/abs/2001.08361

https://arxiv.org/abs/2001.08361
https://arxiv.org/abs/2001.08361



